
Beyond Correlation Filters: Learning Continuous 

Convolution Operators for Visual Tracking

Computer Vision Laboratory, Linköping University, Sweden

Martin 
Danelljan

Andreas 
Robinson

Fahad 
Khan

Michael 
Felsberg

Introduction
Discriminative Correlation Filters (DCF):

Our Approach:
Posing the learning problem in the continuous spatial 
domain

Advantages
• Integration of multi-resolution (deep) features
• Accurate sub-pixel (or sub-grid) localization
• Sub-pixel supervision in the learning
• Efficient processing of all available information
• Avoids artefacts caused by explicit resampling

Applications
1) Object tracking 2) Feature point tracking

Continuous Convolution Operators
Interpolation Operator

Convolution Operator

Notation
• - Fourier coefficients of 

• - discrete Fourier transform of 

Convolution Operator Learning
Training loss

Fourier Domain

Assumption: finitely many non-zero Fourier coefficients.
Gives normal equations:

Object Tracking Framework
• Features: VGG network (pre-trained on ImageNet)
• Optimization: Conjugate Gradient

Feature Point Tracking Framework
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Experiments
Object Tracking: Layer fusion on OTB (100 videos)

OTB dataset (100 videos) Temple-Color (128 videos)

VOT2016 challenge results (top 3) [Matej et al., VOT workshop 2016]

Feature Point Tracking: The Sintel dataset
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